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SUMMARY

The research described in this report seeks to develop a
decision aid that uses methods of approximate reasoning. 1In
its most general sense, approximate reasoning refers to an
attempt to reflect the inherent imprecision in human language
and thought. 1In a stricter sense, it refers to a specific
collection of methods subsumed under the theory of fuzzy sub-~
sets. A specific goal of this research is to compare a deci-
sion aid based on the theory of fuzzy subsets to cre based on
Bayesian methods.

In the course of this research effort, a prototype deci-
sion aid was developed for Air Force target nomination. Tar-
get nomination refers to the process by which Air Force
intelligence officers develop an ordered list of targets as
candidates for attack. The process is performed by a target
officer in the Targets Intelligence branch of the Combat
Operations Intelligence Division within the Tactical Air
Control System. During wartime, target nomination is per-
formed on a regular basis on a cycle corresponding to that cf
the Air Tasking Order.

The decision aid combines methods from decision analysis,
fuzzy-set theory, and computer graphics in order to achieve a
system that could facilitate an intelligernce analyst's efforts.
The basic analytic approach involves two decision-analytic
models, an expected value model, and a resource allocation
model. The expected value model integrates the importance of
target with variables affecting the likelihood that the target
will be destroyed tc obtain an overall measure of value. The
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resource allocation model assigns sorties to targets in order
to obtain the greatest expected value for the number of sor-
ties allocated. The decision-analytic model is organized
around the decision prototype concept. This concept is an
attempt to implement the more general concept of an advisory

decision aid.

b Methods derived from the theory of fuzzy subsets are used
to adjust model - parameters in the light of user feedback.
These methods were compared to Bayesian updating methods.
Although both methods were fundamentally successful, each
encountered some problems: the Bayesian method was fast and
* convenient, but too simple to capture complex or subtle fea-

tures of the problem. The fuzzy sets method, on the other
hand, presented some implementation problems, largely due to
its higher complexity. Given a system with sufficient com-
putational abilities, the fuzzy-sets approach seems to offer
greater promise.

The decision aid interacts with the user through a geo-
graphical display system. This system provides a map back-
ground onto which information about targets may be overlayed.

The geographical display system uses videodisc storage and
image processing techniques to provide rapid access to a wide
range of map coverage. The user is provided with the abil-
ities of scrolling or panning, zooming or scale change, con-
trolling feature separates, and accessing photography. 1In
addition, target data may be overlayed on the map background
and colored to indicatzs the values of data variables. A
touchscreen provides an additional method of natural communi-
cation between the user and the decision aid.
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APPROXIMATE REASONIN~ METHODS

FOR DECISION AIDS

1.0 INTRODUCTION

This report describes a project of analytic research to
develop a decision aid using methods of approximate reasoning.
Approximate reasoning, in its most general sense, refers to a
set of techniques that attempt to reflect the inherent impreci~
sion in human language and thought. 1In a stricter sense, it
refers to a specific collection of methods subsumed under the
theory of fuzzy subsets (2Zadeh, 1965). In either case, the
goal is to aid decision making by constructing an aid that cap-
tures the gist of a problem, while remaining robust under the
numerous sources of indeterminancy inherent within that problem.

Air Force target nomination was selected as the problem
domain for this research effort. It refers to the process by
which Air Force intelligence officers develop an ordered list
of targets as candidates for attack. During a war, target nomi-
nation can take place daily in a complex and dynamic environment.
Therefore, it is an ideal choice as a problem domain. The com-
plexity, uncertainty, and urgency of the problem favor approx-
imate reasoning over a more time-consuming, detailed approach.
Also, the repetitiveness and importance of target nomination
offer justification for the development of a computer aid whose
initial expense can only be balanced by repeated applications.

P PR




1.1 The Problem Domain

Target nomination is a process by which potential targets
are organized according to their value to and consistency with
the commander's concept of operation. The target nomination
process is principally relevant to interdiction and offensive
counter air missions. The process occurs daily and forms a
part of the development of the Air Tasking Order (ATO).

Target nomination is performed by a target officer (target
nomination) in the Targets Intelligence branch of the Combat
Operations Intelligence Division within the Tactical Air Con-
trol System. The Target Nomination Officer coordinates his
activities with the Combat Plans Division and submits a nomi-
nation list to the Director of Combat Operations for inclusion
in the daily ATO.

The target nomination list is an ordered list of potential
targets which maximize the benefit, given the total number of
sorties available to be assigned to targets, and the guidance
from the commander. The nomination list also includes alter-
nate targets which offer high benefit, should some of the nomi-
nated targets become infeasible. Development of the target
nominatiocn list is not concerned with details about assignment
of specific aircraft to specific missions, nor is it concerned

with other aspects of mission planning.

Target nomination occurs in a complex, dynamic, and uncer-
tain environment, with great constraints on the time allowed
for the process. In addition, the process is repetitive, oc-
curring on a schedule corresponding to that of the ATO. Be-
cause of the complexity and the importance of target nomination,
this task is an excellent candidate for building a decision aid
using approximate reasoning methods.
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1.2 Analysis Concepts

As decision aids and decision support systems are developed
and applied to a greater number of problems, it is likely that
the concepts underlying their development will become more poor-
ly defined. 1In particular, because of the variety of methods in
which the systems are applied, it be increasingly difficult to
arrive at a single definition of a decision support system. 1In
this circumstance, it will be helpful to be able to characterize
the differences among decision support systems in order to or-
ganize the variety of systems that are available. In particular,
the following two issues represent the differences among many
current decision aids.

1. The extent to which the aid's recommendation is based
on knowledge supplied by the user rather than by the
model.

2. The extent to which the aid's recommendation is viewed

as a final answer to the problem rather than as an
organizing framework to help the user determine the
final answer.

The source of the information on which the aid makes a
recommendation has a great effect on the way the aid will in-

teract with the user. 1In an aid that obtains information )
largely from the user, the bulk of the interaction between the i
user and the aid will consist of procedures in which the aid v
interrogates the user in order to assess model parameters. }
Effort must be made to make the assessment ;rocedure as effi-
cient as possible. Then, if assessments are made accurately
and the aid contains a reasonable model, it would be expected
that the results would be close to optimal, although high pre-
cision would not be possible due to the inherent inaccuracy of
human judgments.
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An aid that has considerable knowledge of its own, and
that makes a recommendation with little user input, can contain
a detailed model of the problem that leads to a precise answer.
In situations in which the assumptions of the model are correct,
this answer will be superior to that of an aid based on the
judgments of the user. On the other hand, if the assumptions
are incorrect, there is a chance of extreme error in the model
results.

The above discussion suggests that some user inputs are
necessary in many decision aids, especially for those in which
the situation is not well-defined. 1In addition, the user should
be given the opportunity to check the basic assumptions of the
aid to determine if they are met by the problem at hand. The
aid for targeting assesses key assumptions about mission objec-
tive and user preferences from the user, while it calculates
the expected damage primarily from its own knowledge of the
situation.

There are several ways in which a decision support system
may be said to aid a decision. At one extreme, the system sup-
plies information or an organizing framework to aid the user
in making his own judgment. At the other extreme, the system
itself makes the final judgment regarding the problem. The
approach taken in this project is between these two extremes,
It is based on the concept of the Advisory Decision Aid (Pat-
terson, Randall, and Stewart, 1981). 1In this approach, the
decision aid is viewed as an advisor that may suggest solutions
to problems, and may evaluate solutions generated by the user.
The decision aid produces a "straw man" solution to the problem,
but the aid is responsive to user feedback, and will adjust the
initial solution to reflect user criticiesms.
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Thus, the current aid combines information from the user
with its own knowledge to produce a recommended target nomina-
tion list. The information from the user is chie’ly concerned
with objectives and preferences; the information from the aid
is chiefly concerned with target size, expected damage, and
general knowledge about targeting. Because the model operates
under the general guidance of the user, it is expected that it
will produce a solution that is generally correct. However,
the model will undoubtedly be incorrect in several of its de-
tails. Consequently, the decision aid includes procedures that
allow it to respond to user criticism in order to produce a
final solution. Details of the modeling approach are presented
in Section 3.0. The mechanism for adjustment in response to
user feedback is presented in Section 4.0.

1.3 Approximate Reasoning

The terms "approximate reasoning” and “fuzzy sets" have
become ambiguous due to their use in a wide variety of contexts,
often with different meanings. This paper specifies two defini-
tions of approximate reasoning, a weak definition and a strong
definition. The weak definition represents some intuitions
about the relationship between language, concepts, and real
numbers that are relatively uncontroversial and widely accepted,
The strong definition represents a precisely-stated theory of
approximate reasoning which may be put to a logical or empir-
ical test.

The weak definition of approximate reasoning reflects the
feeling that category boundaries are not precise. Thus, it is
not possible to find the exact age at which a young person be-
comes old, the exact height at which a short perscn becomes
tall, the exact weight at which a thin person becomes fat, and
so forth. The imprecision of category boundaries comes from the
fact that words, and the concepts they represent, do not have




precise numerical representation. Thus, although the ages of
individuals varies more or less continuously, there are only a
limited number of language concepts with which to communicate
and understand the age of an individual. Consequently, each
concept must stand for a range of ages. Moreover, the concepts
have imprecise meanings with respect to the underlying contin-
uous variables of interest,.

A second intuition on which the weak definition of approxi-
mate reasoning is based is that human judgments are not precise.
There is always some margin of error in any assessment process.
Consequently, an analytical method which requires or assumes

precise inputs will always give results that are in error.

An approximate reasoning method under this weak defini-
tion is one which recognizes sources of imprecision in concept
definitions and parameter assessments. Under this definition,
many analytical methods may be classified as using approximate
reasoning. Examples include probability theory (because it
recognizes imprecision in the prediction of future events) and
utility theory (because it recognizes the imprecise boundary
between preferred and not-preferred outcomes), as well as the
theory of fuzzy sets (in the strong sense). 1In fact, almost
any method that uses continuous variables may be thought of as
an approximate reasoning method in some sense of the term.

It is easy to see that the weak definition of approximate
reasoning offers little guidance on the development of speci-
fic analytical methods. It does, however, capture the spirit
of approximate reasoning. Consequently, the general operation
of the aid was designed to reflect a sensitivity to imprecision
wherever possible, Specifically, imprecise inferences are made
from inputs of user preferences and feedback. 1In addition,
analysis results are displayed using color scales on a map
background display.




The strong definition of approximate reasoning is captured
in the formal methods of the theory of fuzzy subsets (Zadeh,
1965). If X is a set, then a fuzzy subset, S, of X is defined
by a function, y,, that assigns a number in the closed interval
from 0 to 1 to each element of X. The function,;;s, is termed
the membership function of S and describes the extent to which
each element of X is a .member of S,

Set theoretic concepts of complement, union, and intersec-
tion have been generalized to apply to fuzzy subsets of a set,

Specific examples follow: .

o The membership function of the complement of a fuzzy
subset, S, has a value equal to 1 minus the membership
function of S. For example, if T is the complement
of S and us(x) = .7, then uT(x) = ,3,

o The membership function of the union of fuzzy subsets,
S and T, has a value equal to the larger of the two
component membership functions. For example, if’us(x)
= .7 and yno{x) = .4, then y n(x) = .7.

o The membership function of the intersection of fuzzy
subsets, S and T, has a value equal to the smaller
of the two component truth values. For example, if
us(x) = .7 eand uT(x) = .4, then usnT(x) = .4,

Several alternate definitions for these set-theoretic functions

have been proposed, and there is currently some controversy over

what the best form of these functions should be. The current
project does not address this controversy, and uses the above

rules in its formal definition of approximate reasoning. A




The strong definition offers specific guidance regarding
the development of analytical methods. The formal methods pre-
scribed by the theory of fuzzy subsets were used to develop a
method by which the decision aid would respond to user feedback.
This method was compared to a probabilistic method based on
Bayesian adjustment of probabilities. The adjustment methods
are described in Section 4.0.

1.4 Overview of the Target Nomination Aid

As a result of this project, Decisions and Designs, Inc.
(DLI) has developed a prototype target nomination aid. The aid
combines methods from decision analysis, fuzzy set theory, and
computer graphics in order to achieve a system that could fa-
cilitate an intelligence analyst's efforts.

Figure 1l~1 depicts the general design of the aid. It con-
sists of two primary subsystems: a gecographical subsystem and
an analysis subsystem. The analysis subsystem consists of three
parts: value analysis, sortie allocation, and user feedback
adjustments. Each of these four main components of the aid
embodies a different principle for constructing user-friendly
decision aids,

1. Information must be presented in context and in the
manner in which a user is accustomed to understanding

it (geographical display system).

2. Information related to the decision should be trans-
formed into a representation that is both useful to
the computer and meaningful to the decision maker

{(value analysis).
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3. An analyst's time can be better spent modifying a
candidate solution generated by the computer than
by simply reviewing the raw data (sortie allocation).

‘4, A computer-generated solution must be capable of user
modification so that it can capture information and
knowledge not present in either its data base or
program (user feedback adjustment).

The sections that follow describe how the prototype target
nomination aid has sought to achieve these four goals. Specifi-
cally, Section 2.0 describes the geographical display subsystem;
Section 3.0 describes the value analysis and sortie allocation
subsystems; and Section 4.0 describes the user feedback adjust-
ment subsystem. Finally, Section 5.0 draws conclusions and
gives recommendations on the future use of these methods for
decision aids.

10




2.0 THE GEOGRAPHICAL DISPLAY SYSTEM

One of the most critical aspects of any computer aid is
its interface with the user. This interface must be fast, easy
to use, and meaningful. If cumbersome or difficult tc learn,
the aid can become useless or even detrimental to the organiza-
tion it is intended to help. All too frequently, the result is
an aid that is computationally correct, but ignored, because the
aid's outputs cannot justify the effort required to obtain them.

For military problems, in general, and for Air Force target
nomination, in particular, the best means for presenting computer
information is a map. Not only is the user qQ}te familiar with
this mode of presentation, but his ptroblems are often inherently
spatial. For example, target nomination requires the user to
understand the capabilities of many interacting enemy facilities
and combat units. Since the character of these interactions
frequently depends on the physical distance between the units,
plotting targets by location is essential. Also, it is neces-
sary to plot the targets in relation to the context within
which they operate, e.g., the roads, railroads, rivers, terrain

features, and other geographic features.

Of course, the importance of maps is assumed by military
planners, but not necessarily by computer aid designers. Con-
sider a target data base with geographical information repre-
sented in terms of latitude and longitude, but lacking the capa-
city to plot information upon a map. In all likelihood, the
analyst who builds the data base extracts his information from
maps and aerial photography, while the planner who uses it
plots the information back onto a map in order to see the tar-
get relationships. Forgetting the value of the data base as a
storage and distribution medium, it seems more a nuisance than
an aid. It requires pictorial information to be translated by

11




the user into an alphanumeric code, which is translated by

another user back into a picture.

The alternative to this situation is to attach a mapping
capability to the data base. This permits the analyst to enter
information by pointing to locations on the map display. Also,
it permits the planner to examine the information by direct
display upon a map. The translations from picture to alphanu-
meric code, and back to picture no longer encumber the user,
but are accomplished, instead, by the computer.

In all fairness to computer aid designers, the absence of
mapping capability has not been due to a failure to appreciate
its value. 1Indeed, mapping systems have existed for many years.
They are, however, austere. They lack detail ai.d shading;
often they offer only small areas of coverage; and they are
slow. Until recently, the technology has not been available
to construct a rich computer mapping capability.

The primary technological changes that permit improved
computer mapping are the development of optical videcdiscs and
frame buffers. Maps require a large storage capacity, espe-
cially if they are to resemble paper maps. Optical disks,
whether videodiscs or digital disks (see Goldstein, 1982 for
a discussion of the distinction), provide the required low
cost, high density storage medium. Map usage also requires
the means to overlay computer accessed information upon the
map display; this is facilitated by the use of frame buffers.
Together, these technological advances render a geographical
display system increasingly feasible.

The present section discusses the videodisc mapping ca-
pability incorporated as part of the target nominaticn aid.
Builaing upon the work at the Machine Architecture Group
at M.I.T. (Negroponte, 1979), DDI originally developed its
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mapping capability on behalf of the Defense Advanced Research
Projects Agency (see Patterson, et al., 1981). The results

of this effort were then modified and enhanced for inclusion
as part of the target nomination aid. The three sections that
follow present the system's capabilities for both mapping and
map overlays, as well as discuss the procedure for acquiring
maps. The hardware configuration used by DDI is discussed in
Appendix A.

2.1 The Computer Atlas

At the heart of the geographic display system is a compu-
ter atlas. In computer jar:-on one might refer tc it as a capa-
bility for "soft copy maps." 1In =ither case, the idea is to

provide rapid access to a large collection of maps.

If one were to literally mimic a paper atlas, then a com-
puter atlas would be little more than a filing system with an
index page. This is, in fact, one approach to the storage of
maps on a videodisc. The videodisc can store 54,000 video
images or frames on cne side of a disc. Each of these is in-
dependently accessible by simply *typing the desired frame num-
ber intoc the videcdisc controller. Then, by using the first
few frames as an index and equating map regions with frame numbers,
a videodisc player becomes an atlas.

Fortunately, the optical videodisc provides the capability
to construct a much ketter atlas. Considerable improvement is
provided by linking the videodisc to a computer and storing the
index in a computer accessable form. Given user input concern-
ing the desired geographical region the computer can now deter-
mine the frame rumber based on the index, and issue the neces-
sary command to the videodisc. The frame numbers, although
critical to the operation of the system, are now invisible to
the user,

13

g — e




This is, in essence, the primary value of a computer at-
las, i.e., it hides the page numbering. Because of this, the
computer atlas is much easier to use than a paper atlas and

provides capabilities not available with paper. DDI has inves-

tigated four such capabilities:

1. Scrolling or panning
2. Zooming or scale change
3. Control of feature separates

4, Access to photography

2.1.1 Scrolling or panning - One of the more annoying

aspects of a paper atlas is the fact that not all maps of ad-
jacent regions can be adjacent within the atlas. The map of

Colorado can be adjacent to Kansas and Nebraska, but then it

is likely to be several pages away from Utah and New Mexico.

No matter how the pages of the atlas are ordered, some adja-

cent maps will be difficult to find without skipping several

pages.

This problem is a result of storing information
that is organized in terms of two dimensions within a one di-
mensional filing system. In a book, the only way to overcome
its one dimensional nature is to record page numbers at the
edge of each map, thereby indicating the location of any adja-
cent map. With a videodisc system a similar technique can be
used but without requiring the user to actually access the ad-
jacent map. Instead, he simply indicates his desire to see
the map to the north or the map to the south and the computer

identifies which map is appropriate. Since this happens rapid-

ly, from the user's point of view it is as if he is looking at

a window onto a large "virtual" map and the window shifts north,

14
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south, or in any direction that he indicates. This capability
is known as "scrolling" among computer scientists and "panning”
among photographers. Here, it will be referred to as "scrolling."

DDI's geographical display system actually con-
tains two approaches to scrolling: discrete and continuous.
For discrete scrolling, the maps are stored as in Figure 2-1,
with some overlap. Then, whenever the user requests an adja-
cent map by deflecting a joystick, the videodisc searches for
the requested map. When this map is found, it suddenly replaces
the old display, thereby jumping the user's window in the re-
quested direction.

Despite the appearance of Figure 2-1, the actual
implementation used an overlap of 67 percent for adjacent
frames. Although studies by Moses and Maisano (1979) indicate
that 25 percent overlap is sufficient for discrete scrolling,
the optimal amount of overlap is actually an open question,
since it is likely to vary as a function of access time, map
complexity, and task. DDI's choice of 67 percent was dictated
more by the requirements of continuous scrolling than by any

empirical evidence.

Continuous scrolling is problematic with a video-
disc. The difficulty is due to the slow random access of frames
(1-3 seconds) and the large amount of overlap required to lend
the appearance of continuity. Consider, for example, a system
using the videodisc's play mode toc simulate continucus scrolling.
The play mode accesses sequential frames on the videodisc every
1/30th of a second. Thus, a sequence of thirty frames over-~
lapped by 97 percent would be required to scroll across one
frame in one second.

15
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Figure 2-1
ADJACENT MAP FRAMES WITH OVERLAP
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The play mode system encounters another difficulty,
since it relies on the storage sequence to achieve rapid access.
If, for example, map segments are stored in a sequence from
east to west, what will happen when the user wants to scroll
to the north or south? If, on the other hand, the map segments
are stored in a north-south sequence, what will happen when the
user requests east-west scrolling? Any solution to continuous
scrolling which uses play mode must be prepared to duplicate
storage for each direction of scrolling.

An alternative approach to continuous scrolling,
and the one implemented by DDI, takes advantage of the capa-
bilities of a frame buffer. A frame buffer is a rather large
array of computer memory that can store one video frame. By
using an A/D converter known as a frame grabber, the output
of a videodisc player can be digitized and placed within the
frame buffer. Typically, the frame buffer will contain a
512 x 512 array of memory elements, each of which can repre-
sent up to 256 intensity values. The elements of the array,

known as pixels (for picture elements), are read in a scanning

fashion every 1/30th of a second in order to produce a video

image.

The feature of the frame buffer that facilitates
continuous scrolling is the ability to alter the scanning
sequence for production of the video output. One way to alter
the scanning sequence will be called hardware zooming. This
technique allows the frame buffer to be underscanned by a spe-
cified amount. 1In the case of 2:1 hardware zooming, only one
quarter of the frame buffer is displayed. Figure 2-2 depicts

a 2:1 hardware zoom. For the quarter frame region that is
displayed, each pixel translates into a four pixel region on
the display. In essence, the intensity value of each pixel has
been replicated to create a block of four equal intensity pix-

els.

17
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The other way to alter a frame buffer's scanning se-
quence is to change the pixel at which the scan starts. This
will be called hardware scrolling. Acting in combinétion with
2:1 hardware zooming, hardware scrolling implies that the quar-
ter frame being displayed can be any contiguous quarter frame.
Since the position of the quarter frame can be arbitrarily
changed within 1/30th of a second, it is possible to smoothly
scroll the quarter frame window across the whole frame at any
desired rate.

Hardware zooming and scrolling can provide contin-
uous scrolling within a frame, but are constrained to the frame.
To achieve continuous scrolling from frame-to-frame, the video-
disc player must begin searching for the adjacent frame in an-
ticipation of its need (Figure 2-3). Then, when the hardware
scrolling reaches its limit, i.e., the edge of the frame, the
videodisc is ready with the adjacent frame so that a switch
can occur. Since the new frame and the old frame overlap by at
least 50 percent (and in this case 67 percent), one is assured
that the new frame contains a quarter-frame portion that corre-
sponds exactly with the quarter frame being abandoned on the
old frame. Finally, the rate of scrolling within a frame must
be limited to a rate that permits the videodisc search to be

completed before the frame boundary is encountered.

This approach to continuous scrolling has been quite
effective, but warrants a number of informal evaluative comments.
First, it is unclear that a 67 percent overlap is needed to sup-
port this approach to scrolling. This large overlap was used to
provide extra insurance against sudden alterations in direction
of scroll. It helps to guarantee that upon making a switch, the
new quarter frame window is relatively close to the middle of
the frame and therefore has room for movement in all directions.
Informal observation suggests that such rapid alterations are
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rare end that when they occur the user is willing to tolerate
a disruption of the smooth scrolling. Therefore, overlap much
closer to 50 percent is likely to be sufficient.

Second, it is not clear that continuous scrolling
is always preferable to discrete scrolling. Although it dces
facilitate the user's sense of continuity, it is not any faster
than discrete scrolling. Also, it must sacrifice resolution
and therefore detail.

Finally, continuous scrolling is clearly more
expensive, both in terms of hardware and software, than dis-
crete -scrolling. Perhaps the primary situation which argues
in favor of continuous scrolling is a task that requires ore
to track a linear geographic feature. In the absence of such
a task, continuous scrolling may ke unable to justify its ex-

pense and resolution loss.

2.1.2 Z2ooming or scale change - Zooming or scale change

refers to the ability to obtain maps at progressively larger

or smaller scales, but centered at the same location. 1In a
paper atlas, this capability is usually provided by a map of
the world at the front of the atlas, larger scale regicnal maps
at the beginning of chapters, and ever larger scale maps within
the chapters. The computer atlas prcovides the same set of maps,
but allows the user to quickly move from cne scale to another.

DDI's actual implementation of scale changes in-
volves two techniques. The first uses hardware zooming as de-
scribed in Section 2.1.1., This can occur very rapidly andé
simply involves changing the display so that it shows either a
quarter frame or a full frame. The second technique uses addi-
tional maps on the videodisc. (Maps at 1:1,000,000; 1:250,000;
1:50,000; and 1:12,500 were sto:d.,) This scale change occurs

slowly (1-3 sec.), since it requi es a videodisc search. It




“ "m WI:‘ ‘n“,amw Ry

does, however, display a new map with new detail that is appro-
priate to the changed scale.

Informal observation suggests that the present
approach to scale changes could bear improvement. First, hard-
ware zooms are unnecessary unless continuous scrolling is used.
Second, discrete zooming is disorienting especially because
the maps change both in detail and scale. Finally, in contrast
to the present implementation, the display system should permit
the user to skip intermediate scales rather than being com-
pelled to climb progressively through the scales.

2.1.3 Control of features separates - One aspect of paper

maps that becomes apparent when contrasted with computer maps

is their overabundance of information. For any one application,
a paper map will contain much more information than is necessary.
Indeed, a paper map must contain the union of the information
required by each of its users. Therefore, each user will con-
sider the map cluttered.

Anderson and Shapiro (1979) point out the capacity
of computer maps to provide clutter control; they provided
their users the means to control the features that were com-
bined to form the map. Their experience suggested that users
could be relied upon to control clutter in a responsible
fashion.

The geographical display system implemented by DDI
provides the means to control clutter. Figure 2-4 demonstrates
how this is done. First, it must be recognized that the map is
not actually stored as a single frame picture of a map. Instead,
it is stored as a series of feature separates each of which is
a frame containing only one feature, e.g., roads, railroads,
contour lines, rivers, and so forth. Each such separate is like
a black and white acetate overlay. If a pixel intensity is
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GWRWW
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R — Red
B — Blue
G — Green

EXAMPLE OF OVERLAY TECHNIQUE
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black, it contains no evidence of the feature. If white, some
portion of the feature is present at that pixel. Figure 2-4
depicts three such feature separates: a vertical, horizontal,
and diagonal line, with 0 representing background pixels and

1l representing the feature, respectively.

Next, it must be recognized that the features for
any map are stored consecutively on the videodisc in order of
their overlay priority. Consecutive storage assures that the
separates can be accessed rapidly once the first frame is lo-
cated by a random access search. Ordering in terms of overlay
priority assures that the features are combined properly so
that features such as printing or roads obscure others such as
contour lines, rather than the reverse. In Figure 2-4 the di-
agonal line is deemed more critical than the other features,

therefore it is last in the sequence.

Finally, it is the image processor contained with-
in the mapping system that provides the ability to combine the
feature separates. As each separate is accessed from the video-
disc and placed into the frame buffer, it is first read through
the image processor. This device has the capacity to determine
whether a pixel contains or does not contain a portion of the
feature. If no evidence of the feature is present then the frame
buffer is left undisturbed. Otherwise the pixel in the frame
buffer is changed to a color value unique to the feature. As
the successive features are read, the frame buffer accumulates
an image with each additional feature overlaying its predeces-
sors. In Figure 2-4, the end result is a green diagonal line,
on a blue horizontal line, on a red vertical line, on a white
background. To control the set of features being displayed it
is sufficient simply to skip the unwanted features when building

the image.
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Informal observations of this clutter control tech-
nique raise a number of issues concerning its value. First,
there is an issue of the adequacy of the source material to
provide this capability. Section 2.3 discusses this issue in
greater detail, but at present it is sufficient to recognize
that the feature separates are video images of the acetate re-
production materials used by the Defense Mapping Agency (DMA)
to construct maps. Use of these materials leads t- the follow-
ing problems:

1. In many cases DMA's materials are color separates,
not feature separates. Therefore, all features of
the same color on the printed map, e.g., black print-
ing, black railroads, black rocad outlines, are com-
bined within a single separate.

2, DMA often uses line screening or dot screening tech-
niques to achieve shading within their reproduction
materials. Trese are periodic arrays of fine dots
or lines. When combined with the raster array of
video they can introduce moire patterns.

3. DMA's rules for combining separates during printing
are not always the simple overlay rules assumed by
the feature control algorithm. In some cases, spe-
cial masks are applied to protect already printed
regions prior to inclusion of a new separate. In
other cases, the result seems to become a blend of

the separates.

Based on DDI's experience, only one map overcame most of
these difficulties and it was not a standard DMA map. The more
traditional 1:250,000 and 1:50,100 scale maps encountered the
difficulties cited above. In principle, it should be possible
to obtain maps that conform more closely to our requirements,
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since DMA begins with feature separates not color separates.
These are likely to be more difficult to obtain.

The value of feature control is also challenged by
the manner in which the technique degrades the image quality.
In particular, the treatment of pixel values as binary intro-
duces difficulties. Aliasing or staircasing of contrast bound-~
aries is a common result. More subtle, however, are the prob-
lems that arise due to the difficulty of identifying a suitable
intensity threshold for the video image. Each pixel of the
video image can actually assume a variety of values. They are

rendered binary by assuming that all values below a certain
threshold value are background and all values above the thres-
hold are feature.

Figure 2-5 illustrates the difficulties. If all
pixels containing feature information are combined to form a
histogram of intensities and all pixels containing background
information are combined to form a histogram, than each can be
thought to reflect a roughly bell-shaped distribution with
distinctly different means. The ideal situation is to set the
threshold roughly midway between the means. When it is set
too low, too much background is interpreted as feature, with
the result that lower priority features are inappropriately
obscured. When the threshold is too high, too much of the
feature is missed with the result being a faded or overly thin
feature. This entire problem is rendered especially difficult
by the fact that the proper threshold varies from map to map
and within a map due to lighting variations during filming.

The solution to these problems seems to lie in
gaining increased control over the data capture process (see
Section 2.3). 1In particular, it is necessary to create ex-
treme differences in intensity between background and feature
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pixels. Also it is desirable to allow more than just one in-
tensity, given that the feature is present. This latter capa-
bility reduces the aliasing problem.

A third issue raised by the clutter control tech-
nique is its hidden value as a means of providing color while
asing a frame buffer. Although video signals carry color in-
formation, this information can be difficult to digitize in a
frame buffer. To combine color video and frame buffers it is
necessary to use a decoder that translates the video signal
into three video signals representing red, green, blue inten-
sities. These three signals can then be digitized and placed
into three frame buffers for display. At a minimum, this tech-
nique requires four bits per pixel for each color to provide an
adequate display and it does not provide feature control. 1In
contrast tc this 12 bit per pixel approach the use of as many
as 32 features requires only 5 bits per pixel, if the present

feature control technique is used.

The ultimate guestion seems to be whether feature
control can justify the difficulties it introduces. On the
positive side it is a useful capability whose value is not yet
determined. Alsc, assuming a frame buffer will be used, it
simplifies the display of color. On the negative side, however,
feature contrcl degrades the image quality and is expensive,
since it requires both a frame buffer and an image processor.
These concsicderations suggest that the capability is not yet

fully develcped and requires additional research.

2.1.4 Access to photography - The final computer atlas

capability incorporated into the Geographical Display System
is the ability to access photography. This capability is quite
simple tc provide. BAerial and cther photography associated

with specific facilities or geographic features are stored

on the videodisc. Then, by touching the displayed map at a




location for which photography is available (this is indicated
by a symbol) the requested photography is sought and eventually
replaces the map as the display. Return to the map is accom-
plished by once again touching the CRT.

This capability to access photography is simple to
implement and definitely worthwhile. 1In essence, it is an adap-
tation of Negroponte's (1979) notion of spatial data management
with the map providing the organizing framework for storage of
photographs. Admittedly, the photographs must be prestored,
unless additional equipment is provided, e.g., a magnetic medium
for storage or a videodisc with write-once capability. Never-
theless, access to photography is a valuable addition to the

computer atlas.

2.2 Interfacing the Computer Atlas with a Data Base

As described so far, the computer atlas is simply a fil-
ing system for pictures. Admittedly, the geographical relation-
ships among the pictures are being fully exploited in an effort
to provide a more natural means of access. Nevertheless, the

data are the pictures.

A computer atlas provides, however, a capability not avail-
able in paper atlases. This is the capacity to interface the
maps with a data base and use them as the medium for presenting
and understanding the implications of the data base. To appre-
ciate this ability three aspects of the geographical display

system must be understood; namely:
(1) computer overlays

(2) cc.or tables
(3) the touchscreen
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2.2.1 Computer overlays - One of the primary features of

a frame buffer is the ability of its host computer to alter
its contents. Thus, there are two paths by which information
can be placed in the frame buffer: one via the frame grabber
(A/D converter) permits video images to enter, the other via

the computer permits portions of an image to be changed.

The computer's capability to alter the pixel inten-
sities stored in the frame buffer is quite general. It can
draw a line, fill in a region, or if necessary fill the entire
frame buffer. 1In the case of the target nomination aid's data
base, the computer must write symbols into the frame buffer
wherever a target is located within the currently displayed
region. Each symbol is approximately 16 x 16 pixels and pre-
sents an icon associated with the type of target present at
the location. Since the computer writes its infcrmation after
the background map is assembled, the target symbols are essen-
tially the final and highest priority cverlay.

This technique for overlaying symbols upon the maps
is simple and quite effective. Indeed, the only problem arises
when the scale of the display changes. For very small scale
maps containing numerous targets, and therefore symbols, the
map becomes virtually cbliterated when the 16 x 16 symbols are
overlayed. The current solution to this difficulty is to use
a small dot to represent the presence of a target whern display-
ing small scale maps. Unfortunately, this sacrifices the
ability to indicate target type with the symbolic icons. An
alternative approach is to record a hierarchy of importance
for targets which would permit the computer to filter out the
less important targets when displaying small scale maps. 1In
military applications this seems especially feasible, since
the command hierarchy provides an appropriate single element
that can represent its subordinate elements when theyv cannot
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be displayed. For example, Division command posts can repre-

sent their subordinate units on small scale maps.

2.2.2 Color tables - An important feature of most frame

buffers is the color table. This is a lookup~table that is
‘'used as each pixel is read out of the frame buffer and routed
to_the display. The color tables permit the user to translate
pixel values almost arbitrarily prior to display. Thus,

the ihtensity values stored in the frame buffer need not cor-
respcnd to colors and can instead correspond to a more meaning-
ful or useful dimension.”

Figure 2-6 depicts the operation of a color table.
In this case each pixel within the frame buffer can assume one
of 256 values (8 bits). Therefore, the color table consists
of 256 registers, each capable of holding an 8 bit value. The
color table has been loaded by the computer to map odd inten-
sities into white and even intensities into black. Thus, when
a pixel value such as 17 is read from the frame buffer it is
replaced by the value 255 prior to display.

This color table aspect of frame buffers is more
than just an interesting detail. It allows one to make a
distinction between the information stored in the frame buffer
and the color in which that information is eventually displayed.
Because of this distinction, the system designer quickly gains
the capability to change the color of objects without modifying
the frame buffer.

In the geographical display system the color tables
are used extensively. One use is to provide color to the
feature separates discussed in Section 2.1.3. 1In that case
the separates were assigned intensity values based on their
order of overlay more than their color. The color tables were
then set to provide the proper color.
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A more interesting use of the color tables is
related to the symbolic icons used to represent the targets.
When these 16 x 16 pixel symbols are written into the frame
buffer each pixel takec on one of two values. The foreground,
which appears black on all symbols, is written into a common
value regardless of target. The background, however, is writ-
ten into a unique value representing the particular target.

. The reason for this scheme is that it permits the backgrounds

to change color rapidly. 1In particular, the backgrounds can be
colored according to data attributes associated with targets
simply by changing the color tables. Thus, a rapid ability to
display target data is provided.

2.2.3 The touchscreen interface - To facilitate interac-

tion between the user and the maps, a touchscreen was incorpor-
ated into the geographical display system. This device is
placed on the face of the CRT and sends a signal to the compu-
ter when touched. The signal indicates the location at which

a touch occurs and can, therefore, be used to identify geogra-
phic locations of interest to the user.

At present, the touchscreen is being used to enter
targets, request photographs (see Section 2.1.4), request a data
printout for a designated target, and to draw circles upon the
maps. Once calibrated, the touchscreen has proven quite effec-
tive for most of these control operations, It is doubtful, how-
ever, that it could be used for mensuration purposes.

2.3 Map Data Capture

An often overlooked, yet critical, aspect of a geographic
display system is the process by which the maps are captured
and thereby made available to the computer. In the case of
a videodisc system, this process deserves especially close
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attention both because it is complicated and because alternative
approaches may be preferable.

The procedure for placing the maps on the videodisc in-
volves three steps:

(1) acquisition of the source material
(2) filming of the source
(3) videodisc mastering

Each step corresponds to a different medium for storing graphic
information. Thus, the overall process is rather complicated
and is influenced by the incompatability of the various media.

The original material for the present project was copies
of the pin-registered acetate reproduction material used by
DMA to print maps. The four basic maps were:

(1) 1:700,000 with 12 separates
(2) 1:250,000 with 11 separates
(3) 1:50,000 with 5 separates
(4* 1:12,500 with 5 separates

Since the 1:700,000 map was too large to fit on the animation
stand that would film the separates, it was reduced by DMA to
a 1:1,000,000 scale before delivery to DDI.

As discussed earlier (see Section 2.1.3), these maps were
inadequate in a number of respects. First, they were not
truly feature separates, but color separates. Their reason
for being separate is that each is used in turn during the
lithographic process to add each new color to the map. Thus,
in many cases all features of the same color are combined
within one separate.
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A second inadequacy is that these materials often use dot
or line screening techniques to introduce shading. Although
these reqularly spaced lines or dots work quite effectively
when producing paper maps, they tend to introduce moire pat-
terns when eventually encoded as video images.

Finally, the reproduction materials are not truly overlays. !
For example, the road separate will contain gaps wherever some
other separate, such as rivers or railroads, intersects it.
For the geographical display system it is preferable for each
separate to be complete. Intersection and contention among
separates can be resolved in the computer., This is not true
of the lithographic process. Indeed, in some cases a mask must
be used before combining certain cclors in order to protect the
previously printed areas. These complicated combination rules
for separates lead to peculiar results when ignored by the
geographical display systemn.

The next step of the map data capture process is to send
the source material to be filmed. This filming requires the
use of a computer-driven animation stand, preferably with a
light table for back lighting and pin registers. The anima-
tion stand is a table that can be moved in precise steps under-
neath a camera that can be raised and lowered. A computer
must be in control of both directions of lateral movement, the
camera shutter, and the film advance. The light table with >
backlighting assures sharp contrast and relatively uniform
lighting. The pin registration assures that each separate can
be placed in the same position on the table.

For any given set of separates the procedure is as follows: E

(1) Place a separate on the table. ]
(2) Set the camera to the upper left corner.
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(3) Shoot one frame and advance the film n-1 frames
{n = number of separates).

(4) Move 1/3 of a frame to the right.

(5) Repeat Steps 3 and 4 until the rightmost edge of the
separate is encountered.

(6) Set the camera 1/3 of a frame down from the previous
row and at the far left.

(7) Repeat Steps 3 through 6 until the lower edge of the
separate is encountered.

(8) Load a new separate and roll the film back to the
frame followiﬁg the first shot for the previous
separate.

(9) Return to Step 2.

In essence, this procedure scans across the separates in a
left to right pattern that'moves down on each pass, ensures
the proper amount of overlap, and interlaces the separates so
that each map segments' separates are placed sequentially on
the film,

For the present application, six series of maps were pro-
duced. 1In all cases the map segments were filmed on 35mm
black and white film in academy size (4 to 3 aspect ratio).
Table 2-1 provides the take sizes for each series, Only the
3.2" x 2.4" and 4" x 3" take sizes were sufficiént to repro-
duce lettering on the separates. For the larger take sizes
only separates representing regions, e.g., oceans or gradient

tints, rather than lines, were usable.

The filming is actually one of the least error prone
aspects of the data capture process despite its seeming com-
plexity. The separates aligned well and the overlap was uni-
form despite the fact that the light table would become hot,
thereby introducing the possibility of an expansion of the
separates, The primary source of error at this point seems to




Series Map Size of Take

1 1:1,000,000 25.6" x 19.2"
2 1:1,000,000 12.8" x 9.6"
3 1:1,000,000 3.2" x 2.4"
4 1:250,000 3.2" x 2.4"
5 1:50,000 4" x 3"

6 1:12,500 4" x 3"

Table 2-~1

TAKE SIZES FOR SIX SERIES OF MAPS
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have been non-uniform lighting effects both within and between
map frames. As explained in Section 2.1.3, this non-uniform
lighting can introduce problems for the technique by which
separates are combined.

The final step of the map data capture process is to
master a videodisc. For this step, the film is sent to Disco-
Vision Asscciates or some other mastering facility with the
stipulation that it contains still frames and can be played at

30 frames per second. This stipulation is important, since it

will otherwise be assumed that the film contains motion pictures

and must be played at 24 frames per second. The problem which
arises is that video displays at 30 frames per second; there-
fore, an extra copy of every fourth film frame must be intro-
duced to ensure proper timing. At the videodisc mastering
facility the film is first transferred to videotape. Then
this videctape is used tc create the stamp mold, which is used
to create copies of the videcdisc.

The problems introduced by videodisc mastering are of two
types. The first is that although mastering requires less
than a week, onre can wait four or five months for the process
to be completed. This is due to the fact that there are so
few mastering facilities and it is difficult to get into their
gueue, More mastering facilities are being built and this may
alleviate this difficulty.

The second problem is that accurate random access at all

PPN

tinmes cannot be assured. By and large, the random access capa-

bility is guite accurate, but occasionally it leads to an
erroneous frame. When scrolling, this can lead to a suddenly

rneaninglese display.
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3.0 TARGET NOMINATION ANALYSIS

The target nomination analysis takes information about
user preferences and mission characteristics, along with infor-
mation about target characteristics, and nominates a set of
targets which offer the greatest expected value of damage, given
the number of sorties available. The user supplies information
about the types of targets which are most valuable by selecting
a mission objective and specifying how many sorties are to be
allocated to this objective. In addition, the user indicates
the approximate geographic area of major concern, and the time
when the maximum effect of the mission is to be felt. This in-
formation is combined with target information stored in a target
data base to obtain a measure of the value of a target to the
particular mission at hand. Targets are nominated on the basis
of the value obtained, per sortie allocated. The user has the
capability to modify model parameters in certain, specified ways.

The intended application of this analysis is in nomination
of targets for planned missions. Its chief use would be in
offensive counter air and deep interdiction missions, although
it has applicability in other areas, as well. The analysis is
not an aid for mission planning, and hence, does not consider
factors such as specific aircraft locations, mission suitability
of aircraft, available weapons and fusing, and so forth. 1In
addition, the aid is not concerned with the problem of validating
the location and characteristics of potential targets from data
generated by a variety of electronic sensors, photographs, and
reports. The chief goal of the analysis is to provide a frame-
work for integrating objective data about target characteristics
with critical information about the preferences of the commander,
so that potential targets may be evaluated in a manner that is
consistent with mission objectives and the overall battle plan,
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The analysis is designed to produce a complete nomination
list from minimal user input. Thus, to be successful, the
model must embody the general knowledge of experts on tactical
Air Force targeting. A decision-analytic model is used as a
framework to represent expert knowledge. The analysis inte-
grates expert knowledge with specific information about ocbjec-
tives and preferences to produce a first attempt or "straw man" }
target nomination list. It would be unusual if the initial :
model had anticipated all the details of the specific situations ’
in which the model is used. Consequently, it is necessary that
the user have some method for adjusting the model to reflect
the current situation more accurately. The procedures which
have been developed for adjustment of the model in respcnse to
user feedback are given in Section 4.0.

‘This section describes the decision-analytic model cf tar-
get value and the resource allocation model used to devélop the
initial target nomination list. The analysis is first described
from a user perspective; then specific methods, assessments, and

procedures will be described.

3.1 User Perspective

The interaction between the user and the decisioun aid )
beg@ns with a short procedure in which the aid interrogates the i
user abcut the mission cbjective, the number of scrties to be :
allocated to the cbjective, and the preferences concerning the i
time and geographic area in which an effect is desired. The
analysis then combines the information obtained from the user @
with target information stored in the target data base toc devel-
op a target nomination list. The user has several options for
examining data and calculated results. The following subsec-
tions describe the assessment procedures, the target data base,
and the options for examining results, respectively.




3.1.1 Assessment procedure - The four variablecs which

are assessed from the user are the mission objectives, the
number of sorties allocated to the mission, the geographic

! preference, and the time preference.

3.1.1.1 Mission objective - Mission objectives

are selected from a set of seven possible objectives. These
objectives should not be confused with the types of targeting
missions (e.g., offensive counter air, clcse air support, deep
interdiction) although objectives are not entirely unrelated

to mission. Rather, the objectives refer to the type of enemy
system that should be destroyed, such as the command and control
system, the force projection system, the communication system,

% and so forth. The seven objectives, currently being considered,

and their definitions are given below.

1. Blunt the Enemy Offensive. This objective is con-
cerned with destroying those targets that are direct-
ly related to the enemy's ground battle. Targets
that are particularly relevant to this objective are
those that are primarily concerned with projecting
force in the ground battle, e.g., infantry regiments,

armored regiments, artillary regiments, division and

corps command posts, and so forth.

2. Counter Air. This objective is concerned with tar-
gets relevant to the enemy's air battle. Relevant
targets include air fields; forward air control;
petroleum, oil, and lubricant (POL) storage sites
for air; surface-to-air missile (SAM) sites; and air
defense headquarters,

3. Counter Sea. This objective is concerned with tar-

gets relevant to the enemy's sea battle. Although
+he sea battle plays a very minor role in Korea, this
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objective was included for completeness. Relevant

targets include naval bases; ports; submarine dis-

+ persal stations; naval command, control, and communi-
cations (C3); naval supply, and naval training.

4. Ir terdict the Battlefield. The goal of this objec~
tive is to isolate the battlefield from necessary
supplies. This objective is concerned with the dis-
ruption of lines of communications (LOC), such as
bridges, road intersections, railroad marshalling
yvarids, railroad bridges, etc.

5. Degrade Air Defense. This objective is concerned
with targets that provide the enemy the capability

to defend itself against our air missions. The tar-

gets that are most relevant to this mission are SAM

sites, air defense headquarters, air fields, air POL

storage sites, and so forth.

Degrade Command, Control, Communications, and Intel-

ligence (C3I). The goal of this objective is to

disrupt the enemy's C3I network. Relevant targets

include command headquarters, corps and division com-

mand posts, and communications links such as radio,

television, and microwave.

7. Attrit Reserves. The goal of this objective is to

destroy the enemy's reserves, as well as the capabil-

ity to produce additional reserves. Relevant targets

include POL and munitions storage sites, power gener-

ation stations, and industry.

These objectives represent a first attempt to class-

ify objectives in a way that distinguishes important from unim-

portant targets. The success of the overall analysis does not




depend on the exact way in which the objectives were defined.
In fact, it is anticipated that different commanders will have
different and idiosyncratic definitions of mission objectives.
However, success does depend on the ability to classify objec-
tives in a way that defines clusters of relevant targets, and
that specifies an order of importance on the targets in each
cluster.

3.1.1.2 Number of sorties - The user selects a

single mission objective. To this objective he assigns a number
of sorties. In situations in which there are several objectives,
the user may perform a separate analysis for each objective,

assigning the appropriate number of sorties to each analysis.

Currently, target nomination is made with little,
if any, concern for the number of sorties required to achieve
the desired level of damage for any particular target. The
sortie reqguirements are included in the target selection and
mission planning processes. Since this aid is chiefly for the
target nomination process, details of the types of aircraft and
their suitability for the desired mission were not included in
the model. The number of sorties, therefore, represents a stan-
dardized numrber, reflecting the current composition of the
friendly force.

3.1.1.3 Geographic preference - The geographi-

cal preference indicates where the most important targets are
located. The user specifies the geographic preference by draw-
ing with his finger a closed curve around the area of interest
on the map display. The touch screen will read the set of
points indicated by the user, and the points will be echoed to
the user on the map display.

The analysis will assume that the primary inter-
est of the user is in targets in the center of the closed curve
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(which is approximated by an ellipse). Geographical preference
will decrease as the distance from the center of the ellipse
increases. There will still be some positive preference for
targets outside the area indicated by the user, and some may
3 be selected if they are particularly valuable for some other
reason,

3.1.1.4 Time preference - A traditional analy-

sis of time preference assumes that the optimal time for an ef-
fect is immediately, and that the value of an effect decreases
with the delay of its onset. However, there may be cases in
which a delay in the effect is desirable; for example, when it

is desired that the effect coincide with other plans, such as
plans for a ground offensive. The current analysis generalizes
traditional methods to include cases in which delay is desirable.

In order to perform the current analysis the
user must specify a window of acceptable delays for the effect
of a mission. The user specifies two times: the time ‘at which
the maximum effect is desired, and the time after which an
effect would be too late. The model infers a time preference
function from thece judgments. The time preference function
has its maximum at the desired time of maximum effect, and is
sufficiently small at the time judged to be too late. As is
the case with geographic preferences, a target may be nominated
even if the effect does not fall in the range specified by the

user, if it is especially valuable for other reasons.

3.1.2 Target data base - One of the major benefits of

decision analysis is its ability to integrate important sub-

jective factors in a rigorous, guantitative manner to find op-
timal solutions to problems. The fact that subjective factors
are important in targeting analysis was stressed in the Intro-
duction to Air Force Targeting (AFP 200-17, 1978). However,

subjective factors are seldom considered in a guantitative
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analysis of targeting problems. Since decision analysis offers
the possibility of integrating these factors into the analysis,
emphasis was placed on subjective factors in this project.

The targeting analysis currently operates with a
data base consisting of twelve factors recorded for 363 targets.
The data base represents a hypothetical distributicn of targets
in North Korea. Although it contains only notional values, the
data base was designed to be as reasonable as possible so that
the functions of the model could be illustrated.

Most of the factors considered are described in AFP
200-17 under the heading "Qualitative Analysis". The methods
developed in this project allow these factors to be incorpo-
rated in a quantitative analysis. The following twelve factors
include one factor which acssesses the cost (number of sorties)
required by the targets, and eleven factors which are used to
determine the value of the targets. The target data base con-
sists of scores for each of these facters for each of the
targets,

1. Cost. This factor is an estimate of the number of
standardized sorties required tc achieve 70 percent
damage.

2. Local Defenses. This factor rates the extent of
local defenses for a target on a six-point scale from
zero to five. A score of 0 indicates no local de-
fenses; a score of 1 indicates defense by small cal-
ibre Anti-Aircraft Artillery (AAA) with a visual
Fire Control System (FCS). At the other end of the
scale, score of 5 indicates defense by multiple SAM
sites and large calibre AAA with radar FCS.
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Currency of Intelligence. This factor measures the
currency of intelligence on the target in days.

Concealment. This factor measures the extent of
camouflage or natural concealment of the target on a
three-point scale from one to three. A score of 1
indicates no concealment; the score of 2 indicates
camouflage, and a score of 3 indicates complete

concealment.

Mobility. This factor classifies targets according
to whether they are fixed, transportable, or mobile.

Hardness. Hardness is indicated by the pounds per
square inch (psi) overpressure necessary for the

required level of damage.

Dispersion. This factor measures the geographic dis-
persion of the target. An indicator of dispersion is
the number of aiming points which must be destroyed
to attain the required level of damage.

Capacity/Importance. This factor measures the over-
all size, level of activity, and general importance

of the target relative to other targets serving the
seme function. Thus, in scoring this factor, bridges
are compared to bridges, air fields to airfields, and
so forth. The factor is scored on a zero to 100 scale.

Time to Impact. This factor measures the time it

would take for the effect of damage to a target to
get to the FEBA. It is currently measured in days.
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10. Time to recover. This factor measures the time in
days it would take to rebuild or repair the target
after it is destroyed.

11. Location. The final two data variables represent
the longitude and latitude of the target location.

The user may examine each of these factors, as well as a num-
ber of calculated results described in the following sections.

The analysis uses a fairly small data base because
it consists of subjective data at a high level of aggrugation.
The problem of maintenance of this data base was not addressed
so that more attention could be placed on analytical features.
It is realized, however, that the problem of data base